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Abstract

In this paper, we study convergence in probability for the estimator of nonparametric regression model based on
pairwise independent errors with heavy tails. Firstly, we investigate laws of large numbers for sequences of pairwise
independent random variables with heavy tails. By applying this result, we investigate convergence in probability for
the estimator of nonparametric regression model. Simulations to study the numerical performance of the consistency for
the nearest neighbor weight function estimator in nonparametric regression model are given.
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Toém tit

Trong bai bao nay, chung t61 nghién ctru sw hoi tu theo xac sudt dbi véi wéc lugng cia md hinh hoi quy phi tham s6 voi
sai sO ngau nhién dgc 1ap doi mot, c6 xac suat dudi ning. Pau tién, chung toi st dung ly thuyet ham bién d6i cham thiét
1ap luét s6 1on d6i voi day blen ngau nhién doc 1ap doi mot, co xac sudt dudi nang. Ap dung két qua thu dwoc, chiing toi
thiét 1ap hoi tu theo x4c suit ciia uc lugng cia md hinh hdi quy phi tham sb. Vi du minh hoa va md phong ciing thu
dwoc hoi tu theo xac suat ddi vdi phuong phap udc lugng lang giéng gan nhét.
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! This research is funded by the Vietnam Ministry of Education and Training (MOET) under the grant no. B2020-DNA-9
* Corresponding Author: Le Van Dung; Faculty of Mathematics, the University of Da Nang - Da Nang University of
Education and Science

Email: lvdung@ued.udn.vn


mailto:lvdung@ued.udn.vn

52 T.D.Xuan, N.T.Quyen, N.T.T.An,... / Tap chi Khoa hoc va Cong nghé Dai hoc Duy Tan 02(45) (2021) 51-57

1. Introduction

Let {X,;n>1} be a sequence of random
variables defined on a fixed probability space
Q, F,P),{a,;;1<i<n,n>1} be a triangle

array of real numbers. There are many useful
linear statistics based on weighted sums

S, :ZaniXi.One example is the simple
i=1

parametric regression model

Y, = fa; + &, where {&;1>1} is a sequence of

random errors, {c;;i>1} is a sequence of real

numbers and S is the parameter of interest.

The least squares estimator [?n of B, based on
a sample of size n, satisfies

ﬁ,\n_ﬁ: nl Zn:aigi-
Zaiz =]

The aim of this paper is to investigate laws

of large numbers for S, = Zamxi of pairwise
i=1

independent with heavy tails {X ;n>1}, and
study convergence in probability for the
estimator of nonparametric regression model
based on pairwise independent errors with
heavy tails.

2. Brief review

Consider the following nonparametric
regression model:
Y, = f(x;)+¢&,;,1<i<n,

(1.1)

where X are known fixed design points from a
compact set A < RM, f(x) is an unknown
regression function defined on A, ¢ are
random errors. As an estimator of f(x), the
following weighted regression estimator will be
considered

fn (X) = iwni (X)Yni !
= (1.2)

where W (X) =W (X, X,,... X,,) are weighted
functions.

The above estimator was first proposed by
Stone [11], then Georgiev et al. [4] adapted to
the fixed design case. Since then, this estimator
has been studied by many authors. For
example, Georgiev and Greblicki [5], Georgiev
[6], Mdiller [9] studied for independent errors.
In recent years, there are many authors to study
for dependent random errors. Wang et al. [12]
investigated complete convergence for the
estimator under extended negatively dependent
errors, Chen et al. [2] established complete
convergence and complete moment
convergence for weighted sum of asymptotic
negatively associated random variables and
gave its application in nonparametric regression
model, Shen and Zhang [10] obtained complete
consistency and convergence rate for the
estimator of nonparametric regression model
based on asymptotically almost negatively
associated errors. To the best of our knowledge,
convergence of the estimator (1.2) in the model
(1.1) under pairwise independent errors with
heavy tails has not been studied.

3. Preliminaries

Let {a;n>1} and {b,;n>1} be sequences

of positive real numbers. We use notation
a, <b, instead of
O<liminfa, /b, <limsupa, /b, <o;
a, =0(b,) means that lima, /b, =0; notation
a,~b, is used for "lim a,/b,=1. These
notations are also used for positive real
functions f(x) and g(x). The indicator
function of A is denoted by I(A). Throughout
this paper, the symbol C will denote a generic
constant (0<C <) which is not necessarily
the same one in each appearance.

We recall the concept of slowly varying
functions as follows.
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Definition 3.1. Let a>0. A positive
measurable function f(x) on [a;o) is called
slowly varying at infinity if

m—>1ast—>ooforallx>0.
f(t)

For x>0 we denote
log™ (x) = max{l, In(x)}, where In(x) is the
natural logarithm function. Clearly,
log* (x), log* (log" (x)), — 29 %) and s

log™ (log™ (x))

on are slowly varying functions at infinity.

Definition 3.2. Let {X,;n>L be a
sequence of random variables. X, converges in
probability to the random variable X if for
every e>0,

limP( X,-X|>¢)=0.
Notation: X, —%—> X as n—oo.

Lemma 3.3 ([1, 3]). Let 1<r<2, X be a
random variable. If P(X[>x)=<x"{((X),
where ((x) is a slowly varying function at
infinity. Then,

@ E(X1({X >x)=x"((x).

() E( X[ 1 X €)= x*"((x).

It is easy to prove the following lemma.

Lemma 3.4. Let {X,;n>1} be a sequence
of pairwise independent random variables with
E(X,)=0 and E(X?)<oo. Then,

@EIY X, D= Y ENX,D.

BYEY, X, F)= D E(XD).

Lemma 3.5 (Markov’s inequality, [7]).
Suppose that E(| X |') <o for some r >0, and
let x>0.Then,

P(I X > x) s—EqX)f N,

Lemma 3.6 ([7]). Let r>0. Suppose that
E(X|)<ow and E(JY ) <oo. Then,

E(X+Y[)<2[E(X[)+E(Y )]

4. Results

In the first theorem, we establish the
Marcinkiewicz laws of large numbers type for
weighted sum of pairwise independent and
identically distributed random variables with
heavy tails.

Theorem 4.1, Let 1<r<2,0<p<r, and
let {X,X,;n>1} be a sequence of pairwise
independent and identically distributed random
variables with zero mean and
P( X |> x) < x"4(x), where £(x) is a slowly
varying function at infinity such that
(") =o(n"" ™). Let {a_;1<i<n,n>1} bea
triangle array of real numbers such that

Y a% =0(n). (1.3)
i=1
Then,
%Zamixi —LP 30asn—>ow.
n"" i

Proof. For each n>1 and 1<i<n, put
Yo = XX [€n?®),  Zy = XX, > n?),

Sn :iani[Ym B E(Yni)]’ Sf" :iani[zni - E(Zm)]

We have that (Y 1<i<n} and

{2, 1<i<n} is also sequences of pairwise
independent and identically distributed random

> a;X;=S,+8;
variables, =

For e >0,n>1, we see that

n 1/p 1/p
P[> ax e | <Plls, L |+P||s/ >
=) ull 1 n 2 n 2

=1L+1,.

For I,, we have
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4

l, SGZn—Z,pEOSn |2)=

4

€2n

Zn: aﬁi E ([Yni - E(Yni )]2 )

4 & 4 &
<y 2L AE() = gy D alE(XTI( X [<n?)
n=1

i=1
- ci(n?)

-  2.r/p-1
en"P

—0asn— oo,

Next, we prove |, =0 as n—oo. We have by the Cauchy-Schwarz inequality and (1.3) that

n n 12
D lag I [nz afij <Cn.
i=1 i=1

Thus,

I S—3E(81) S =5 D E (I, (Y ~EZ,))

en
2
Enl/p i

1
< Cl(n™?)

= /p-1
en?

<

—>0ash— oo

We complete the proof.

In next theorem, we establish convergence
in probability of the estimator fn (X), which is
defined by (1.2), to the regression function
f(x) in the model (1.1). For any xe A, the
following assumptions on weight functions
W, (X) will be used.

(AD) | W, () -Li=o(D);

(A2) |31, (0 1-0);
(A3)
S M (11 £ ()= 00110 %, x> 2) = 00

forany a>0.

Theorem 4.2. Let 1<r<2, 0<p<r.Inthe
model (1.1), assume that (&,&;1<i<n) is a
sequence of pairwise independent and identically
distributed errors with zero mean and

P( &> x) < x"L(x),

where ((x)is a slowly varying function at
infinity such that £(n"?) =o(n"*™). If

n 2 n
2 Ela,Z; )< enTPZ|a”‘ |E(X*1( X [>n""))
=1 n=1

SW2(x) = O(n-2?), (L1)

i=1
then for any X €¢(f)
f (X)—2—> f(x) asn — o,
where c(f) denotes all continuity points of the
function f(x) on A.

Proof. For any xec(f), it is obvious that
£ 00— £ = 2 W, (92, +[ECF, ()~ f ()]

Applying Theorem 4.1 with a; =n""W_(x),
we have that
D W, (X)e; —2>0asn — o,
i=1
Thus, in order to complete the proof, we
need to show that
E(f.(x)- f(x)) >0asn— o,

Since xec(f), for any €>0, there exists
o0 >0 such that | f (x")— f(x)|<e holds for all
XeA and |[[xX—-x|<S&. If we choose
a<(0,0), then we have
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<DL GO £ )~ 0011 (1%, ~x <)

EWL 001 T ()= F 00110, x> )+

S w, 001119

<YW 001+ 01 (x)— (1101 %, x> 2)

ni

Hence, E(f.(x)—f(x)) >0 as n— oo,

5. Example and numerical simulation

Let £ and &, be two independent complex

random variables, which are uniformly
distributed on the unit circle

={z=a+bi:|z|=1}, ®(x) be the CDF of
the standard normal distribution. For n>1, set

e, —qb‘l(l arg(zg 682)) It follows by Janson
T

[8] that {en,nzl} is a sequence of pairwise

independent standard normal random variables.

Let & be a symmetric random variable with the

tail probability

P(lel>x)= for x>0,

x"log*(x)+1
where 1<r<2. Let F be the distribution
function of &. For n=>1, we define
&, :0.1F‘1(q>(en)).

We have that {¢,;n>1} is a sequence of
pairwise independent and identically distributed
random variables with zero mean and
P(& [>x)=<x"/log*(x). Noting that
Var(g) =o.

Consider the nonparametric regression model:
Y, =f(x;)+&,;,1<i<n,

ni?
where f(x) is an unknown continuous function
on [0,1], (g&;;1<i<n) has the same

distribution as (g, &,,... €,)

—J.‘ | f(x)|—> 0 asn— oo followed by e — 0 (by (Al)-(A3)).

Taking i =1/M for 1<i<n. For any
xe(0,1), we write |X"1_X|, |X“2_X|,...
|Xnn_x| as

| Xnrx) ~ X <] Xnr,x) ~ X I<---< Xnr, 00 ~ X l

it X, =x=x; —x|, then [x;—x]| is
considered to be in front of |x,—x| when
Xoi < Xy -

Let r=3/2, p=6/5. Let k, =[n*?] be the

integer part of n**, we define
1 .
() k_1 Iflxni_X|£|XnR(x)_X|
(X)) = n "n

0, otherwise.

It is easy to see that all the conditions (Al)-
(A3) are satisfied and (1.4) holds. From
Theorem 4.2, for any x € (0,1), we obtain

f (xX)—2— f(x) asn— .

Let f(x)=3x* if xe[0,1] and f(x)=0
otherwise. Taking the sample sizes n as 200,
500, 800 and 1600. For each sample size, we
use R software to compute fn(x)— f(x) for
300 times and get the corresponding boxplots
by taking x=0.1, 0.5, 0.9 and the sample size
n as 200, 500, 800 and 1600 respectively in
Figures 1, 2, 3; the values of mean and root
mean square error (rmse) at x=0.1, x=0.5
and x=0.9in Table 1.
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Figure 1. Boxplots of fn (xX)—f(x) at x=0.1
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Figure 2. Boxplots of fn (x)—f(x) at x=0.5
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Figure 3. Boxplots of fn (x)—f(x) at x=0.9
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Table 1. The mean and rmse of f_(x)

n X f(x) mean rmse
0.1 0.03 0.147 0.207
200 05 0.75 0.781 0.113
09 243 2.190 0.263
0.1 0.03 0.082 0.113
500 05 0.75 0.753 0.120
09 243 2.350 0.164
0.1 0.03 0.047 0.181
800 05 0.75 0.749 0.098
09 243 2.410 0.074
0.1 0.03 0.033 0.073
1600 05 0.75 0.759 0.065
09 243 2.440 0.065
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